
OFFICIAL: Sensitive 

 

OFFICIAL: Sensitive 

1 
 

6. SKY NEWS ONLINE  

KEY STATEMENT: 

The ACMA is not aware of the specific videos or commentary posted by Sky 
News that were found in breach of YouTube’s policy.  

YouTube’s COVID-19 medical misinformation policy does not allow content 
about COVID-19 that poses a serious risk of egregious harm. 
  

KEY ISSUES 

Sky News service on YouTube 

• Sky News Australia’s YouTube account has 1.88 million subscribers, and its videos get an 
average of 2.3 million views each day.  

Removal of content 

• On 4 August 2021, the ACMA wrote to Google seeking further information about the 
specific content removed, the basis for its removal and the application of the 
Disinformation and Misinformation code (Attachment A).  

• Google replied on 12 August 2021. It advised that it conducted a manual human review 
of a number of flagged videos uploaded within Sky News’ YouTube channel 
(Attachment B). It found that about 20 videos violated its policies and removed, under its 
COVID-19 medical misinformation policy and the election misinformation policy 
(Attachment C).  

• Google has advised the ACMA that this action was taken in accordance with its 
community guidelines and its policies align with its obligations under the Australian Code 
of Practice on Misinformation and Disinformation.  

• Individual content moderation decisions are a matter for each platform. The ACMA was 
tasked with overseeing the development of the code but has no formal powers to 
regulate digital platforms.  

• It is not the role of the ACMA to comment on the steps taken by a platform with respect to 
an individual piece of content or speculate how platforms should address individual posts 
or pieces of content in the future.  

The Disinformation and Misinformation Code  

• The code covers all kinds of misinformation, excluding: 

o Content that is produced in good faith for entertainment (including satire and 
parody) or for education purposes 

o Content that is authorised by an Australian State or Federal Government 

o Political advertising and content authorised by a political party 

o News content that is subject of a published editorial code which sets out content 
standards and/or complaints mechanisms.  

• In the code, harm is defined as harms that pose an imminent and serious threat to: 
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o democratic political and policymaking processes such as voter fraud, voter 
interference, voting misinformation, or 

o public goods such as the protection of citizens’ health, protection of marginalised or 
vulnerable groups, public safety and security or the environment.  

YouTube’s Covid medical misinformation policy  

• The ACMA understands that YouTube’s COVID-19 medical misinformation policy does 
not allow content about COVID-19 that poses a serious risk of egregious harm (This 
includes content that spreads medical misinformation that contradicts local health 
authorities or the World Health Organization (WHO), including treatment, prevention, 
diagnosis, transmission, social distancing and self-isolation guidelines, and the existence 
of COVID-19. This policy was published in May 2020. 

• The policy also outlines its approach to enforcing compliance with the policy. If content 
violates the policy, YouTube will remove the content and let the user know. On the first 
occasion, a user is likely to be a warning. Continued violations may result in receiving a 
strike. A strike has a range of implications including not allowing videos or live streams to 
be uploaded to the channel for a week. If 3 strikes are received within 90 days, a channel 
will be terminated.  

Difference between digital platforms and broadcasters 

• Broadcasters have direct editorial control of the content they distribute. This allows them 
to have greater oversight of the content delivered on their platforms, and to implement 
policies, systems, and guidance to prevent the broadcast of problematic content.  

• Broadcasters are also subject to an established co-regulatory code of practice which 
contemplates audience complaints and an opportunity for broadcasters to respond to 
those complaints and, if appropriate, take steps to prevent any future non-compliance or 
otherwise address the complaint. 

• Whilst some platforms do create their own content, they largely disseminate content 
uploaded and generated by their users. The scale of content generated on these 
platforms means that they need to rely on a mix of algorithms, manual moderation, and 
user reports to identify problematic content.  

• Broadcasters operate under a code of practice and the Broadcasting Services Act 1992. 
Breaches of the rules can be dealt with through a range of administrative sanctions. 
Digital platforms, where a breach is identified, do not have an equivalent range of 
responses. Platforms tend to respond with a more limited set of sanctions including 
limiting access to accounts or the takedown of content or accounts. 

 

ATTACHMENTS 

A Letter to Google dated 4 August 2021 

B Letter from Google dated 12 August 2021 

C YouTube’s COVID-19 medical misinformation policy and election misinformation policy 

 
 


















