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[bookmark: _Toc37080599]Executive summary
On 18 February 2020, the Australian Communications and Media Authority (ACMA) commenced a review into the impact of the 2019-20 summer bushfires on the telecommunications networks of Telstra, Optus, Vodafone and NBN Co and the actions they took to restore services and repair networks.
The review looked at the period between 19 December 2019 and 31 January 2020, which encompassed the peak of the 2019–20 bushfire season. 
For facilities that experienced outages of four hours or more, the ACMA sought detailed information from the carriers, including the location of the facility, the type of network impacted, the type of facilities impacted, whether any actions were taken to temporarily restore facilities and the timing and action taken to permanently restore facilities.  
The types of facilities identified by the carriers as being impacted by the bushfires, directly or indirectly, included mobile and fixed-wireless base-stations, nodes, exchanges, equipment shelters, copper and optical fibre cables.
We make the following conclusions and observations:
1,390 facilities were impacted by the bushfires, directly or indirectly, during the review period.  
Of all the facilities impacted, 51 per cent experienced outages of four hours or more during the review period, while 26 per cent of facilities experienced outages of less than four hours. The remaining 23 per cent of facilities were impacted but did not experience any outages. 
New South Wales (NSW) had the highest number of facilities impacted by the bushfires during the review period (818), followed by Victoria (324). 
Most of the outage incidents were caused by power outages rather than direct fire damage. Direct fire damage only accounted for one per cent of outage incidents. This indicates that reliance on mains power does affect network resiliency.
The average length of outage incidents was 3.5 days and the median was 1.6 days, which indicates that facilities were generally restored promptly. This applies across all types of facilities, except equipment shelters, for which the restoration time was substantially longer than the average.
Carriers took temporary restoration action to restore services for over one-third of outage incidents. 
In two-thirds of outage incidents, restoration efforts by the relevant carriers encountered site access restrictions, such as fallen trees.
[bookmark: _Toc37080600]Introduction
[bookmark: _Toc37080601]Background 
[bookmark: _Hlk37065742]On 22 January 2020, the Minister for Communications, Cyber Safety and the Arts, the Hon Paul Fletcher MP, convened a roundtable meeting with Australia’s major telecommunications companies and other key stakeholders to discuss network resilience following the 2019-20 summer bushfires. One of the key actions agreed by the roundtable was that the ACMA, working with industry peak bodies—Communications Alliance and AMTA—would conduct a review into the impact of the bushfires on telecommunications networks and how the carriers responded. The ACMA commenced the review on 18 February 2020 and its findings are summarised in this report.
[bookmark: _Toc37080602]Purpose of the report
This report provides a detailed and factual analysis of information obtained from the carriers and offers observations (where possible) about network resilience and the use of remediation measures to restore services. The report does not make any recommendations or draw any conclusions about the resilience of one network compared to another.
[bookmark: _Toc37080603]Scope 
The scope of the review is confined to considering impacts arising from the bushfires between 19 December 2019 and 31 January 2020 (the review period). This focused approach enabled the review to be conducted promptly and findings reported to the Minister as soon as practicable. This period was also selected as it encompassed the peak of the 2019–20 bushfire season, when escalation of extensive fires across three states and impacts to local and holiday communities were most severe, and when widespread impacts to telecommunications networks occurred. 
The report considers the bushfire impacts to mobile and fixed-line networks operated by the four largest telecommunications carriers impacted—Telstra, Optus, Vodafone and NBN Co (the carriers), which all had networks located in bushfire-affected areas. While networks operated by state-based emergency service organisations were also impacted by the fires, they are not considered in this report.
[bookmark: _Toc37080604]Bushfire overview
Information about the broader impacts of the 2019–20 bushfires and affected communities was sourced from state-based rural fire service authorities including the NSW Rural Fire Service, Victorian Country Fire Authority and the South Australian Country Fire Service, as well as the ABC.
By 19 December 2019, bushfires were already burning across NSW, Victoria and South Australia (SA) and telecommunications networks had been impacted by bushfires on the outskirts of Sydney, the Adelaide Hills and East Gippsland. By 30 December 2019, facilities north-west of Sydney, in the Shoalhaven and Illawarra region of NSW, and the Grampians in Victoria were also impacted by bushfires.
[bookmark: _Hlk36042855]The volume of outages peaked around 31 December 2019 to 5 January 2020. During this period, facilities continued to be impacted by bushfires in the NSW South Coast and Riverina and Murray regions of NSW and East Gippsland in Victoria. The Currowan and Green Valley bushfires, along with the spread of the East Gippsland bushfires, substantially impacted facilities during this period. In SA, facilities were impacted by bushfires on Kangaroo Island. 
Bushfires across NSW, Victoria and SA continued to impact facilities throughout January. In late January, facilities in Pialligo, Australian Capital Territory (ACT) were also impacted by a bushfire. 
[bookmark: _Toc37080605]Carrier information
The ACMA sought information from the carriers about the impact bushfires had on their networks, either directly or indirectly, during the review period and the actions they took to restore services and repair networks. Specifically, we sought information for the following categories:
facilities that experienced outages of four hours or more
[bookmark: _Hlk35778787]facilities that experienced outages of less than four hours.
For facilities with outages of four hours or more, we sought detailed information, including the location of the facility, the type of network impacted, the type of services impacted, whether any actions were taken to temporarily restore facilities and the timing and action taken to permanently restore facilities.  
For facilities with outages of less than four hours, we sought high-level summary information.  
The types of facilities identified by the carriers as being impacted by outages included mobile and fixed-wireless base-stations, nodes, exchanges, equipment shelters, copper and optical fibre cables.
[bookmark: _Toc37080606]Overview
A total of 1,390 facilities were impacted by the bushfires, directly or indirectly, during the review period.  The number of facilities refers to the distinct count of facilities. If a facility was impacted multiple times, it is still counted as a single facility. Table 1 provides a breakdown by state and by duration of the outages.
Number of facilities impacted by bushfires, by outage length, and state
	State
	Four hours or more
	Less than four hours
	No outage
	Total

	NSW
	541
	169
	108
	818

	Vic.
	125
	152
	47
	324

	SA
	41
	22
	12
	75

	ACT
	1
	11
	5
	17

	Tas.
	0
	5
	151
	156

	Total
	708
	359
	323
	1,390


[bookmark: _Hlk35777556]Note: the information for outages of less than 4 hours and no outages was only reported by three of the four carriers.  
During the review period, facilities were impacted for four hours or more by bushfires in NSW, Victoria, SA and ACT. Bushfires in Tasmania impacted facilities for less than four hours during the review period. No outages were reported for facilities in Queensland (Qld), Western Australia (WA) or the Northern Territory (NT), despite bushfires burning in those areas. 
NSW had the highest number of facilities impacted by the bushfires during the review period (818), followed by Victoria (324). 
Of all the facilities impacted, 51 per cent experienced outages of four hours or more during the review period, while 26 per cent experienced outages of less than four hours. The remaining 23 per cent of facilities were impacted but did not experience any outages. 
[bookmark: _Toc37080607][bookmark: _Hlk35778915]Impacts to cables 
The carriers also advised of the following bushfire impacts to the cable elements of their fixed-line networks for the entire bushfire season:
51 kilometres of copper cable was damaged and needed to be replaced
8.8 kilometres of optical fibre cable was damaged and needed to be replaced
several cable networks that were under construction and nearly complete were damaged by the bushfires, including an aerial transmission link near Mallacoota that will need to be rebuilt.
While a significantly larger length of copper cable was damaged than fibre optic cable, it is not possible for the ACMA to draw any conclusions about the resilience of either type of cable based on the data collected.  The prevalence of certain types of cable in the areas impacted by bushfires is likely to be relevant to any consideration of the relative resilience of different types of cabling to bushfires.
One of the carriers noted that aerial infrastructure was subject to damage due to exposure to heat and the flames of a bushfire. However, it is not uncommon for fire to enter underground pit and pipe networks, causing damage to underground infrastructure. While underground infrastructure is generally more resilient to bushfires, it is not immune to damage. 
[bookmark: _Toc37080608]Facilities which experienced outages of less than four hours
During the review period, 359 facilities experienced outages of less than four hours. These outages were caused by power disruptions. This means that the outages were resolved by the restoration of power. 
Most facilities that experienced outages of less than four hours occurred in NSW (47 per cent) and Victoria (42 per cent).  
An additional 323 facilities were impacted by the bushfires, either directly or indirectly, but did not experience any outage. This is because the facilities were supported by backup power until mains power was restored. 
[bookmark: _Toc37080609]Facilities which experienced outages of four hours or more
The rest of this report looks at facilities that experienced outages of four hours or more. This is because outages below this threshold provide limited insights into the resilience of telecommunications networks and are likely to have a lesser impact on the users of the networks. 
[bookmark: _Toc37080610]Number of outages 
[bookmark: _Toc37080611]By location and network type
Figure 1 maps the number of outage incidents by network type for outages of four hours or more. The number of ‘outage incidents’ refers to the count of outages at the impacted facilities, noting that a single facility can have multiple outages. This data is in contrast to that in Table 1 above, which relates to the count of facilities which experienced one or more outage incidents during the review period. 
Outage incidents, by location and network type
[image: ]
[bookmark: _Toc37080612]By state and network type
Figure 2 and table 2 show the number of outage incidents by state and network type. There were 888 outage incidents of four hours or more during the review period. Of these, 57 per cent (509) were on fixed-line networks and 36 per cent (322) were on mobile networks. The remaining 7 per cent comprised of fixed wireless networks and other facilities[footnoteRef:2]. NSW had the highest number of outage incidents for both mobile and fixed-line facilities, with 434 fixed line outages (85 per cent of all fixed-line outages) and 214 mobile outages (66 per cent of all fixed-line outages). [2:  The other category refers to equipment shelters containing electrical and switching equipment for fixed-line and mobile networks.] 

The most fixed-line individual services affected by any one outage incident was 2,305. The number of fixed-line services impacted represents the number of fixed services that are serviced by the impacted facility. 
We do not have information on the number of mobile services impacted because the number of calls attempted is not captured if the mobile facility is down. It is also difficult to estimate the number of mobile services that may have been impacted based on historical data, because the 2019–20 summer was not typical. One of the carriers advised that the types of users, their movements and calling patterns appear to have been very different this summer to previous summers. We also note that not all mobile network outages will result in customer service outages. In some cases, there may be overlapping coverage from neighbouring mobile sites. 
 Number of outage incidents, by state and network type
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[bookmark: _Hlk37074317]* The other category refers to equipment shelters containing electrical and switching equipment for fixed-line and mobile networks.
Number of outage incidents, by state and network type

	Network type
	NSW
	Vic.
	SA
	ACT
	Total

	Fixed line
	434
	60
	15
	0
	509

	Mobile
	214
	75
	32
	1
	322

	Fixed wireless
	32
	22
	0
	0
	54

	Other
	1
	2
	0
	0
	3

	Total
	681
	159
	47
	1
	888


[bookmark: _Toc37080613]By root cause 
[bookmark: _Hlk35853436]Figure 3 maps outage incidents by the primary cause of the outage. Eighty-eight per cent of outage incidents were caused by power outages and only one per cent was caused by direct fire damage. Other causes of outage incidents comprise 11 per cent of the total and include:
where there were multiple contributing factors
a generator that needed refuelling 
loss of transmission due to the carrier’s network power outage[footnoteRef:3] [3:  This refers to where power associated with a carrier’s network has experienced an outage, as opposed to a mains power outage. ] 

damage to an upstream/downstream facility in the carrier’s network[footnoteRef:4].  [4:  For example, where facilities are interdependent on one another and an upstream facility experienced an outage (due to the direct or indirect impact of bushfires), the downstream facilities connected to that upstream facility would also be impacted. ] 

 Outage incidents, by location and root cause
[image: ]
[bookmark: _Toc37080614]By root cause and facility type
Figure 4 and table 3 show that nodes experienced the highest number of outages during the review period, accounting for 56 per cent of total outage incidents. Ninety-three per cent of node[footnoteRef:5] outages were caused by power outages. None of the node outages were directly attributed to fire damage.   [5:  a node is an electronic device that can receive, create or send data over a communications channel such as an optical fibre or copper cable.] 

Mobile base stations experienced the second largest number of outages, accounting for 36 per cent of total outage incidents. Similarly, for nodes, most of these outages are due to power outages (73 per cent). Fire damage accounted for only three per cent of the total mobile base station outages. 
Number of outage incidents, by root cause and facility type
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Number of outage incidents, by root cause and facility type

	Facility type
	Power outage
	Other
	Fire damage
	Total

	Node
	460
	36
	0
	496

	Base station - mobile
	249
	62
	11
	322

	Base station - fixed wireless
	54
	0
	0
	54

	Exchange
	13
	0
	0
	13

	Equipment shelter
	3
	0
	0
	3

	Total
	779
	98
	11
	888



[bookmark: _Toc37080615]Peak period
Figure 5 shows when outage incidents occurred through the review period. It does not show the duration of those outages. 
Number of outage incidents, by outage date and state

[image: ]
This figure shows that the peak number of outages (306) occurred in NSW between 31 December 2019 to 1 January 2020. This represents almost 45 per cent of the total outage incidents in NSW during the review period. These appear to be direct impacts of the Currowan and Green Valley bushfires. 
In the same two-day period, 71 outage incidents occurred in Victoria. This again represents almost 45 per cent of the total outage incidents in Victoria during the review period. Outage incidents that occurred during this two-day period appear to be direct impacts of bushfires in East Gippsland and the Green Valley bushfire, which crossed the Murray into north-eastern Victoria. 
In SA, most outage incidents occurred on 20 December 2019 as a result of the Cudlee Creek bushfire in the Adelaide Hills. 
Outage incidents that occurred as a direct result of the Kangaroo Island bushfires peaked on 10 January 2020. 
[bookmark: _Toc37080616]Length of outages
[bookmark: _Hlk35613593]The length of an outage incident is calculated from the time the outage commenced until the time the facility is permanently restored. The average length of outage incidents is calculated based on facilities that were restored by the end of the review period. 39 facilities had not been restored by the end of the review period and are not included in this calculation. Figure 6 shows the average length of outage incidents by facility type. 
The average length of outages for the review period was 3.5 days. Mobile base stations on average experienced the shortest outages (2.5 days) and equipment shelters experienced the longest outages (23 days). 
However, these figures largely exclude outage incidents that were caused by fire damage directly. This indicates that facilities that were directly damaged by fire take significantly longer to restore.
Of the 11 facilities that were directly damaged by fire during the review period, only one had been restored by 31 January. The remaining 10 facilities were damaged between 20 December 2019 to 3 January 2020 and were not restored by the end of the review period. 
It is important to note that the length of outage incidents represents the amount of time that a facility was impacted. It does not necessarily represent the amount of time that customer services were impacted. This is because temporary facilities were deployed in some instances to restore customer services. 
Average length of outage incidents (days), by facility type 
[image: ]
Note: This figure only includes facilities which had been restored by the end of the review period
[bookmark: _Toc37080617]Observations about outages
Most of the outage incidents were caused by power outages rather than direct fire damage. Direct fire damage only accounted for one per cent of outage incidents. This indicates that reliance on mains power does affect network resiliency.
The average length of an outage incident was 3.5 days and the median was 1.6 days, which indicates that facilities were generally restored promptly. 
[bookmark: _Toc37080618]Restoration actions
[bookmark: _Toc37080619]Temporary restoration actions
[bookmark: _Toc37080620]By number of outages and facility type
Temporary restoration action was taken for 320 outage incidents, which represents 36 per cent of all outage incidents (320 out of 888). Figure 7 shows that following an outage, the main action taken by carriers to temporarily restore services was to use generators, accounting for 93 per cent of all temporary restoration action. In eight instances (2.5 per cent), temporary facilities were deployed, such as Satellite Cells on Wheels (SATCOWs), Cells on Wheels (COWs) and 4G small cells.
In 14 instances (4.5 per cent), other kinds of temporary restoration actions were taken, including: 
resetting, repairing or replacing damaged hardware and/or facilities
cooling and resetting air-conditioning equipment.
Number of outage incidents temporarily restored, by action taken

[image: ]
[bookmark: _Toc37080621]By facility type
Figure 8 and table 4 show that the deployment of temporary facilities was only used for responding to mobile base station outages.  However, generators were used to temporarily restore outages across all facility types. 
Number of outage incidents temporarily restored, by action taken and facility type

[image: ]
Note: Other kinds of temporary restoration actions included resetting, repairing or replacing damaged hardware and/or facilities and cooling and resetting air-conditioning equipment.

Number of outage incidents temporarily restored, by action taken and facility type

	Facility type
	Generator
	Other
	Deployed temporary facilities
	Total

	Base station - mobile
	119
	14
	8
	141

	Node
	123
	0
	0
	123

	Base station - fixed wireless
	42
	0
	0
	42

	Exchange
	11
	0
	0
	11

	Equipment shelter
	3
	0
	0
	3

	Total
	298
	14
	8
	320


[bookmark: _Toc37080622]Permanent restoration actions
[bookmark: _Toc37080623]By outage incidents and network type
By the end of the review period, 96 per cent (849) of all facilities that experienced outages had been permanently restored. 
Figure 9 and table 5 show that in most cases (88 per cent), permanent restoration of an outage incident occurred when power to the site was restored. The carriers advised that site power was restored either automatically or once mains power was restored by the power company.
In eight per cent of cases, the carriers reset, repaired or replaced hardware or facilities to permanently restore the facility. 
Other actions taken by the carriers to permanently restore facilities were similar to temporary restoration actions and included cooling facilities and resetting air-conditioning equipment. Some facilities were permanently restored once the upstream site was restored.
Number of outage incidents permanently restored, by action taken and network type
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Number of outage incidents permanently restored, by action taken and network type

	Network type
	Site power restored
	Hardware or facilities replaced
	Other
	Hardware of facilities reset or repaired
	Total

	Fixed line
	462
	28
	0
	12
	502

	Mobile
	232
	19
	29
	11
	291

	Fixed wireless
	54
	0
	0
	0
	54

	Other
	2
	0
	0
	0
	2

	Total
	750
	47
	29
	23
	849


Note: The other category includes equipment shelters containing electrical and switching equipment for both fixed-line and mobile networks.
[bookmark: _Toc37080624]By average time to restore outage incidents
The time to permanently restore an outage incident is calculated from the time restoration action commenced until it was completed. In many instances, there was a lag between when the outage occurred and when restoration activity commenced—for example, see section about restricted access. This explains why the average length of outage incidents is longer that the average time taken to permanently restore facilities. Table 6 indicates that on average, restoration of outage incidents commenced one day after the outage commenced. 
Average length of outage incidents (days), average time to start restoration (days) and average time to restore outage incidents (days), by state
	State
	Average length of outage incidents (days)
	Average time to start restoration (days)
	Average time to restore outage incidents (days)

	Vic.
	4.6
	1.2
	3.4

	NSW
	3.3
	1.0
	2.3

	ACT
	3.0
	1.3
	1.7

	SA
	2.4
	0.3
	2.1

	Total
	3.5
	1.0
	2.5



[bookmark: _Toc37080625]By average time and action to permanently restore outage incidents
Except for the time taken to restore equipment shelters, the time taken to restore facilities was generally comparable across all facility types. Table 7 shows that the average time taken to permanently restore across all types of facilities was 2.5 days. 
However, in relation to equipment shelters, the average time taken to restore the outage was much longer—nearly 21 days. 
Average time to permanently restore outage incidents (days), by action taken and facility type
	Facility type
	Site power restored
	Hardware or facilities reset or repaired
	Hardware or facilities replaced
	Other
	Total

	Equipment shelter
	20.9
	
	
	
	20.9

	Base station—fixed wireless
	3.6
	
	
	
	3.6

	Node
	2.7
	5.6
	5.0
	
	2.9

	Exchange
	1.9
	
	
	
	1.9

	Base station—mobile
	1.7
	0.9
	0.8
	0.0
	1.4

	Total
	2.5
	3.4
	3.3
	0.0
	2.5



[bookmark: _Toc37080626]Unrestored outages 
By the end of the review period, there were 39 ongoing outage incidents. This represented four per cent of all outages that occurred during the review period.
As of 20 March 2020, 35 of these outages had been restored, with work on the remaining four facilities continuing. 
Figure 10 shows how many active outages there were on each day of the review period. It shows that the outage peak period during the review period was from around 31 December 2019 to 5 January 2020. As restoration action was taken by the carriers, the outages gradually declined. 
Number of unrestored outage incidents over time 

[image: ]
[bookmark: _Toc37080627]By facility type
Figure 11 shows that at the end of the review period, mobile base stations comprised the majority (79 per cent) of unrestored outages. 
Number of unrestored outage incidents, by facility type

[image: ]
[bookmark: _Toc37080628]By length of outage for unrestored facilities 
Of the 39 facilities that were unrestored at the end of the review period, 23 had been unrestored for between 31–40 days. One facility had been unrestored for more than 40 days.
Number of unrestored outage incidents at the end of the review period, grouped by length of outage (days) 

[image: ]
[bookmark: _Toc37080629]By root cause of outage
Figure 13 shows that 26 per cent (10) of the unrestored outage incidents were the result of fire damage and 33 per cent (13) were attributed to power outages. The remaining 41 percent of outages (16) were due to other causes, including damage to an upstream or downstream facility in the carrier’s network, multiple contributing factors, which may include the effect of extreme temperatures, loss of transmission or unstable power supply, hardware failure or the need to refuel generators.
Number of unrestored outage incidents, by root cause

[image: ]
[bookmark: _Toc37080630]Access to sites
Following bushfires, fallen trees (or the risk of falling trees) and ongoing fire activity can limit access to roads and facility sites. The carriers worked with Emergency Service Organisations (ESOs) and the Australian Defence Force (if involved), to gain access to sites as soon as possible, but only once ESOs advised it was safe to enter. While access to sites is restricted, carriers are unable to assess damage, deploy temporary facilities or undertake necessary remediation or restoration activities.
[bookmark: _Toc37080631]By number of outage incidents and network
Figure 14 shows that 100 per cent of facilities in equipment shelters that were used for both fixed-line and mobile networks (represented as ‘other’) that experienced outages were affected by site access restrictions. Nearly 80 per cent of fixed wireless networks and 72 per cent of fixed line networks that experienced outage incidents also experienced site access restrictions.
Number of outage incidents, by site restriction and network type

[image: ]
Note: Other network type refers to equipment shelters used for both fixed-line and mobile networks.
[bookmark: _Toc37080632]By number of outage incidents and facility type
During the review period, 66 per cent of all facilities impacted by outages were also affected by site access restrictions. Figure 15 shows that 100 per cent of equipment shelter outages (3) and nearly 85 per cent (11) of exchange outages experienced site access restrictions. 
While the proportion of other outage incidents affected by site access restrictions was lower, the actual number of outages affected by restricted site access was higher—wireless base stations (54), nodes (496) and mobile base stations (322).
Number of outage incidents, by site restriction and facility type

[image: ]
[bookmark: _Toc37080633]Backup power
Information provided by the carriers indicated that backup power capability was generally available for all facilities that experienced an outage. However, the ACMA understands that access to backup power during a power outage may depend on several factors, including the configuration of the backup system, the working condition of the battery backup equipment and, in the case of generator-powered sites, the availability of fuel.
[bookmark: _Toc37080634]Observations about restoration, access to sites and backup power
Carriers took temporary restoration action to restore services for over one-third of outage incidents.
Other than for equipment shelters, facilities were generally restored promptly.
[bookmark: _Toc298924672][bookmark: _Toc300909555][bookmark: _Toc348105636]Two-thirds of outage incidents encountered site access restrictions.
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