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	Licensee
	Network TEN (Melbourne) Pty Limited

	Station
	TEN

	Type of service
	Commercial broadcasting—television

	Name of program
	MasterChef Australia

	Date of broadcast
	5 June 2018

	Relevant legislation
	Broadcasting Services Act 1992

	Date finalised
	28 August 2018

	Decision
	· Breach of subsection 130ZR(1) of Part 9D [captioning programs between 6 am and midnight on free-to-air primary television channels]
· Breach of subsection 130ZR(1) disregarded as subsection 130ZUB(1) [disregarding breaches caused by significant, unforeseen technical difficulties] is applicable
· No breach of paragraph 7(1)(o) of Schedule 2 [licence condition to comply with Part 9D]




Background
In July 2018, the Australian Communications and Media Authority (the ACMA) commenced an investigation under section 170 of the Broadcasting Services Act 1992 (the BSA) into an episode of MasterChef Australia (the program).
The program was broadcast on TEN by Network TEN (Melbourne) Pty Limited (the licensee) on 5 June 2018 at 7:30 pm.
The ACMA received a complaint alleging that the program was not broadcast with any captioning.
The ACMA has investigated the licensee’s compliance with subsection 130ZR(1) of Part 9D of the BSA.
The program
MasterChef Australia is a light entertainment - reality program, described as: 
Returning for its 10th remarkable season in 2018, Masterchef Australia promises a season full of surprises, where contestants will be tested by the biggest international and local culinary legends and challenged to create delicious and beautiful home-cooked meals set to ensure a truly exceptional series.[footnoteRef:1]  [1:  https://tenplay.com.au/channel-ten/masterchef, accessed on 11 July 2018.] 

The episode broadcast on 5 June 2018 is described as:
Today the winner of Sunday night's mystery box along with the members of the winning team in the invention test relay will compete for a coveted immunity pin.[footnoteRef:2]   [2:  https://tenplay.com.au/channel-ten/masterchef/season-10/episode-22, accessed on 11 July 2018.] 

Assessment and submissions
This investigation has taken into account the complaint (at Attachment A) and submissions from the licensee (at Attachment B). Other sources are identified in this report where relevant.
Issue 1: Did the licensee provide a captioning service for the broadcast of the program on 5 June 2018?
Relevant provisions of the BSA
Part 9D—Captioning
130ZR(1)
Each commercial television broadcasting broadcaster, and each national broadcaster, must provide a captioning service for: 
(a) television programs transmitted during designated viewing hours; and 
(b) television news or current affairs programs transmitted outside designated viewing hours.


130ZL(2) 
(1) For the purposes of the application of this Part to programs transmitted on or after 1 July 2014, designated viewing hours are the hours:
(a) beginning at 6 am each day or, if another time is prescribed, beginning at that prescribed time each day; and
(b) ending at midnight on the same day or, if another time is prescribed, ending at that prescribed time on the same day.
Finding
The licensee breached subsection 130ZR(1) of Part 9D of the BSA. 
Reasons
Under subsection 130ZR(1) of the BSA, the licensee must provide a captioning service for the program as it was broadcast on the licensee’s primary television service during the designated viewing hours (the hours between 6 am and midnight each day).
The complainant submitted: 
MasterChef Australia broadcast on TEN on 5 June 2018 in Melbourne was not captioned at all. 
The licensee conceded that it had not provided a captioning service for the program:
Unfortunately Network Ten (Melbourne) experienced a significant technical incident at approximately 7.32pm (AEST) which meant that captions were not transmitted for the program. We apologise to affected viewers including the complainant in question. 
Accordingly, the licensee breached subsection 130ZR(1) of the BSA.
Issue 2: Does section 130ZUB of the BSA apply?
Relevant provisions
Part 9D—Captioning
Division 2—Captioning obligations of commercial television broadcasting licensees and national broadcasters
130ZUB Certain breaches to be disregarded
(1) If:
a) apart from this subsection, a commercial television broadcasting licensee has breached a provision of this Division; and
b) the breach is attributable to significant difficulties of a technical or engineering nature for the licensee; and
c) those difficulties could not reasonably have been foreseen by the licensee;
then the breach is to be disregarded in determining whether the licensee has complied with the provision.
Finding
In accordance with subsection 130ZUB(1) of the BSA, the breach of subsection 130ZR(1) of the BSA by the licensee should be disregarded in determining whether the licensee has complied with its captioning obligations under Division 2 of Part 9D.
Reasons
Under subsection 130ZUB(1) of the BSA, a breach of a provision of Division 2, including subsection 130ZR(1), can be disregarded in determining whether the licensee has complied with its captioning obligations if:
· the breach was attributable to significant difficulties of a technical or engineering nature; and 
· the technical or engineering difficulties could not reasonably have been foreseen by the licensee.
Cause of the captioning failure
On 14 June 2018, the licensee submitted: 
Ten Melbourne’s caption card locked-up leading to a complete loss of captions. Captions were being transmitted successfully in other markets besides Melbourne until 7.48pm AEST when the main caption server failed resulting in an intermittent loss of captions in Sydney, Brisbane and Adelaide for MasterChef Australia… 
Hence the network could not feed another presentation output to Ten Melbourne to resolve the problem as other markets were also experiencing captioning issues. Ten’s Broadcast Control Centre (BCC) switched Ten Melbourne to ‘Emergency’ output but this resulted in a loss of audio so BCC switched back to the main presentation output.  
After progressive attempts by Ten’s engineering department to fix the problems including switching to disaster recovery mode, captions began displaying correctly in all markets. 
Network Ten is still investigating the root cause of the issues…
After its internal investigation, the licensee identified that a corrupt caption server database was the root cause of the captioning issues and submitted on 27 June 2018: 
A caption server database keeps track of which caption file is playing on any particular market at the time. There is a database for the main caption server and a separate database for the back-up caption server. As the main caption server database is updated, this is replicated to the backup server database so the latter will be ready to continue captioning if the main server fails. 
Hence the main server database is continually writing to (update) the back-up server’s database. In actual fact it was the back-up server database which originally became corrupted and failed. When the main server database tried to write to the back-up, it also locked up due to the back-up being corrupted. 
Based on the available information, the ACMA accepts that a corrupt database caused the failure to transmit captioning for the program.
Significant difficulties of a technical or engineering nature
On 27 July 2018, the licensee provided further analysis of the captioning failure:
The fault originated in the back-up caption server database which became corrupted and failed, preventing the main caption server database from updating the back-up server which impacted on the caption server and caption card.
The licensee also provided information about the processes involved in transmitting captions:
The caption server holds the caption file with all the information and then communicates that to the caption card to embed the data into the video signal.
So the caption card inserts the captions into the video path. Ready for transmission.
Given the captioning issues arose from the failure of the caption server for the transmission of captions, the ACMA has formed the view that the difficulty was of a significant technical nature. Other factors, such as human error, are unlikely to have played a role in this instance.  
Difficulties that could not reasonably have been foreseen
In assessing whether the difficulty that resulted in the captioning failure was reasonably foreseeable by the licensee, the ACMA has considered the following factors:
· whether the same or similar fault occurred before for the licensee or licensees within the same television network 
· the quality control system that had been in place before the fault occurred. 
Unprecedented nature of the fault
The licensee submitted that this was the first incident of a corrupt database:
…this is TEN’s first instance of a corrupt database, otherwise this equipment has been very reliable. We have checked the back-up server hard drive and database to ensure there are no issues that will cause this again and the main server database doesn’t write to a corrupt sector of the back-up database.  We have also subsequently scheduled a specific clean-up of the database as part of our regular recurring checks and procedures to help maintain its integrity.  We have not experienced this problem since the incident occurred.  The equipment is serviced every six weeks.
The ACMA has cross-referenced the information provided by the licensee with relevant records held by the ACMA, including records of investigations and complaints about captioning. The ACMA is not aware of any previous incidents of the same or similar faults affecting the licensee or other licensees within Network Ten.  
Quality control processes
The licensee provided information about the quality control processes in place before the captioning fault:
Both caption servers [main and back-up caption servers] are shut down and then started up again on a regular basis (this is done to force a power supply failure if there is one close to failing), checked for any errors in the logging, the hard drive is defragmented (cleaned up) to ensure smooth operations. During this process the backup caption server is confirmed to be working by making it the active server and ensuring the captions are playing out of the backup sever. These captions do not go to air as Ten Melbourne is transmitting but we confirm captions work internally.

Steps taken to prevent the same fault reoccurring
The licensee submitted that it had taken action to prevent the fault from happening again.
Given the unprecedented nature of the fault and the quality control processes before the incident, the ACMA accepts that the difficulty was reasonably unforeseeable.  
Conclusion: Based on the evidence available, the ACMA is of the view that the failure to transmit captions was caused by a technical difficulty that could not reasonably have been foreseen.
Accordingly, the licensee’s breach of subsection 130ZR(1) of the BSA by failing to provide a captioning service in accordance with that subsection should be disregarded in accordance with subsection 130ZUB(1) of the BSA. 

Issue 3: Did the licensee comply with the licence condition set out in paragraph 7(1)(o) of Schedule 2 to the BSA?
Relevant provision
Schedule 2—Standard conditions
Clause 7 Conditions of commercial television broadcasting licences
1) Each commercial television broadcasting licence is subject to the following conditions:
(o) if a provision of Part 9D (which deals with captioning of television programs for the deaf and hearing impaired) applies to the licensee—the licensee will comply with that provision.
Finding
The ACMA found that the licensee complied with the licence condition as set out in paragraph 7(1)(o) of Schedule 2 to the BSA. 
Reasons 
For reasons outlined above, the licensee’s breach of subsection 130ZR(1) of Part 9D was disregarded as provided by subsection 130ZUB(1) of the BSA. Consequently, the licensee complied with the licence condition in paragraph 7(1)(o) of Schedule 2 to the BSA, which requires the licensee to comply with the relevant provisions in Part 9D of the BSA.
Attachment A
Complaint 
Extract of complaint to the ACMA dated 5 June 2018:
No closed captions at all on Masterchef; tested my set top box with other programs and channels and the problem was definitely not with the box. Checking twitter confirmed that it was not just us.


Attachment B
Licensee’s response and submissions
1. Extract from licensee’s initial response to the ACMA dated 14 June 2018
….Unfortunately Network Ten (Melbourne) experienced a significant technical incident at approximately 7.32pm (AEST) which meant that captions were not transmitted for the program. We apologise to affected viewers including the complainant in question.
[….]
 Ten Melbourne’s caption card locked-up leading to a complete loss of captions. Captions were being transmitted successfully in other markets besides Melbourne until 7.48pm AEST when the main caption server failed resulting in an intermittent loss of captions in Sydney, Brisbane and Adelaide for MasterChef Australia. The back-up caption server also failed. 
Hence the network could not feed another presentation output to Ten Melbourne to resolve the problem as other markets were also experiencing captioning issues. Ten’s Broadcast Control Centre (BCC) switched Ten Melbourne to ‘Emergency’ output but this resulted in a loss of audio so BCC switched back to the main presentation output. 
After progressive attempts by Ten’s engineering department to fix the problems including switching to disaster recovery mode, captions began displaying correctly in all markets. 
Network Ten is still investigating the root cause of the issues. Our technical staff are investigating the caption server database for any potential errors or corruption of the database. Both the main and back-up caption servers will be rebooted periodically to minimise the risk of any recurrence of the issue.
[….]
In conclusion, Network Ten contends that any failure to provide captions should be disregarded in accordance with subsection 130ZUB(1) of the Broadcasting Services Act 1992 (BSA) because the caption service fault was caused by both unforeseen and significant technical or engineering difficulties as outlined above. These difficulties were outside the control of Network Ten. 
2. Extract from licensee’s submission to the ACMA dated 15 June 2018
As requested, please find below further information.
When did captions begin displaying correctly in Melbourne and other markets on 5 June 2018?
· Ten Melbourne – no captions transmitted from 7.32pm until 9.43pm, affecting MasterChef Australia and Shark Tank. Shark Tank commenced broadcast at 8.47pm.
· Ten Sydney and Ten Brisbane – intermittent captions from 7.48pm until 9.43pm affecting MasterChef Australia and Shark Tank.
· Ten Adelaide - intermittent captions from 7:36pm until 8.51pm affecting MasterChef Australia and the very beginning of Shark Tank. 
3. Extract from licensee’s submission to the ACMA dated 21 June 2018
Following up on your request [for an update on Network Ten’s investigation of the cause of the captioning outage], our engineers advise that the caption server database had become corrupted, causing the fault. We have recreated the database and do not expect any further issues.
4. Extract from licensee’s submission to the ACMA dated 27 June 2018
Our engineers have provided the following additional information as requested:
A caption server database keeps track of which caption file is playing on any particular market at the time. There is a database for the main caption server and a separate database for the back-up caption server. As the main caption server database is updated, this is replicated to the backup server database so the latter will be ready to continue captioning if the main server fails. 
Hence the main server database is continually writing to (updating) the back-up server’s database. In actual fact it was the back-up server database which originally became corrupted and failed. When the main server database tried to write to the back-up, it also locked up due to the back-up being corrupted.
This is the first instance of a corrupt database and we have checked the back-up server hard drive and database to ensure there are no issues that will cause this again and the main server database doesn’t write to a corrupt sector of the back-up database. We have also scheduled a clean-up of the database as part of our regular recurring checks and procedures to help maintain its integrity. We have not experienced this problem since the incident occurred. 
5. Extract from licensee’s further information provided on 27 July 2018
Please find below the responses to your queries as requested, plus some additional comments to assist the ACMA.
1. According to your email of 14 June 2018: 
…Ten Melbourne’s caption card locked-up leading to a complete loss of captions….
What is a ‘caption card’?  Is it for inserting and encoding closed captions? 

The caption server holds the caption file with all the information and then communicates that to the caption card to embed the data into the video signal.
So the caption card inserts the captions into the video path.  Ready for transmission.
2. Is a caption server database part of the captioning transmission system?   
The database on the caption server keeps track of what caption file is playing on which market. This information is then sent to the backup database so that in case of a failure, the backup server is able to takeover with the correct file during the correct time.
The database is a required part of the server for the transmission of captions.
3. Prior to the backup caption server database became corrupt on 5 June 2018, what were the processes put in place by the licensee and Network Ten to ensure the integrity of both the main and backup caption server databases?
Both caption servers are shut down and then started up again on a regular basis (this is done to force a power supply failure if there is one close to failing), checked for any errors in the logging, the hard drive is defragmented (cleaned up) to ensure smooth operations. During this process the backup caption server is confirmed to be working by making it the active server and ensuring the captions are playing out of the backup sever. These captions do not go to air as Ten Melbourne is transmitting but we confirm captions work internally.
4. TEN Perth
TEN Perth was largely unaffected as it was broadcasting a local version of Ten Eyewitness News First At Five when the issues first occurred and the live captions for the program were unaffected.  The subsequent broadcast of Family Feud was slightly affected – there were no captions from 6.25pm – 6.30pm (AWST) for the episode. The live captions for The Project were not affected.
As discussed, please note that the fault impacted on captions for multi-channel services too. The fault resulted in missing captions on ONE in each market as set out below.  Only ELEVEN Perth was affected as the programs broadcast on ELEVEN in the other markets were not required to be captioned and were not broadcast with captions.
The following programs were affected:
ONE Sydney, Melbourne, Brisbane
2030 – 2130: 48 Hours 
ONE Adelaide
2030 – 2103: 48 Hours 
ONE Perth 
1830 – 1930: David Attenborough's Madagascar 
ELEVEN Perth 
1845 – 1903: Neighbours 
Network Ten submits the failure to transmit captions was attributable to significant unforeseen technical or engineering difficulties.
The significant difficulties were of a technical or engineering nature as described above and in previous emails.  The fault originated in the back-up caption server database which became corrupted and failed, preventing the main caption server database from updating the back-up server which impacted on the caption server and caption card.
The response to question 3 above outlines the quality control processes that were in place prior to the fault.  As previously advised, this is TEN’s first instance of a corrupt database, otherwise this equipment has been very reliable.  We have checked the back-up server hard drive and database to ensure there are no issues that will cause this again and the main server database doesn’t write to a corrupt sector of the back-up database.  We have also subsequently scheduled a specific clean-up of the database as part of our regular recurring checks and procedures to help maintain its integrity.  We have not experienced this problem since the incident occurred.  The equipment is serviced every six weeks.
Hence we respectfully submit that the failure to provide captions should be disregarded in accordance with subsection 130ZUB(1) of the BSA. It follows that the licensee did not breach the licence condition in paragraph 7(1)(o) of Schedule 2 of the BSA.
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